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Abstract
The increasingly advanced development of the business world has led to increasingly fierce competition. One way to maintain the company's survival is to maintain good relationships with customers. Each market has its own way of increasing sales. Serambi Mart is one of the minimarkets operating in Batusangkar City. This minimarket is relatively new because it has been operating since 2020. Even though it is new, this minimarket is quite busy with consumers visiting for shopping. This is due to Serambi Mart management choosing the right location. Based on observations made, product layout arrangements are still based on subjective management, so there are several products that are not suitable to be compared. The layout seems messy, causing difficulties for consumers in shopping. By utilizing sales transaction data at Serambi Mart, this research uses the Apriori algorithm. The Apriori algorithm is an association rule and looks for relationship patterns between one or more items in data, using Association Rules with Minimum Support of 30% and Minimum Confidence of 50%. Therefore, an application is needed that can help Serambi Mart to get information. One way to get this information is to utilize data mining techniques. By using the Apriori Algorithm method for arranging the product layout at Serambi Mart, it is hoped that it can provide convenience to customers who shop.
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1. Introduction
In previous research conducted by Kristoko Dwi Hartomo, Sri Yulianto, and Rahmat Abadi Suharjo in 2020 with the title Stock Prediction and Arrangement of Goods Layout Using a Combination of the Triple Exponential Smoothing and FP-Growth Algorithms, it was explained that the data processing in this research used the Triple Algorithm. Exponential Smoothing and FP-Growth. The Triple Exponential Smoothing algorithm is a prediction algorithm for managing stock items. The FP-Growth algorithm is used to determine consumer behavior patterns so that it is used for decision making in preparing goods. The results of research using the FP-Growth algorithm found 12 association rules, the association rules that had the highest lift ratio values were tea and sugar with a value of 6,131. With the Triple Exponential Smoothing algorithm, the prediction results for 2018 were 131,141 kg with a MAPE accuracy level of 88.3% [1].

In another research conducted by Alfiqra, Faiza Yogi Alfizi in 2018 with the title Application of Market Basket Analysis Using the KDD (Knowledge Discovery In Databases) Process as a Supermarket Product Sales Strategy (Case Study: Supermarket X), this research explains that this research uses the FP-Growth method to obtain association rule results from a set of data. The KDD process in this research explains systematically the search for new relationships in market basket analysis using several stages of data processing. The steps in the KDD process include selection, preprocessing, transformation, data mining, and interpretation/evaluation. This research succeeded in obtaining 10 association rules that explain consumer shopping habits, with a support value of 12% and a confidence value of 66.7%, namely snack and beverage department products [2]. By utilizing sales transaction data at Serambi Mart and processing it into very useful and profitable information. Therefore, an application is needed that can help Serambi Mart to get information. One way to get this information is to utilize data mining techniques.

Then the analysis stage was carried out using data mining techniques using the a priori algorithm method to obtain information. The a priori algorithm is a data retrieval algorithm with association rules to determine the associative relationship of a combination of items such as which products are purchased by consumers simultaneously, using support and confidence data mining techniques, where the support value shows how big the level of dominance of an item is in the overall transaction and The confidence value shows the relationship between two items based on certain conditions [3] [4].

Management in general is the art and science of planning, organizing, directing and supervising the efforts of an organization and the use of organizational
resources that can be used to achieve predetermined goal. The definition of management according to experts is a science that studies understanding why and how humans work to produce benefits for themselves [5].

Business is a business activity to achieve the needs of society, humans and an organization. An entrepreneur must be astute in seeing needs and changes or shifts in the needs of society itself. The emergence of a new need or the emergence of changes to existing needs is a business opportunity that can be utilized properly to generate profits [6].

Information technology is a technology that is used for data processing, data processing and data storage in various ways and execution to produce quality information [7][8]. Quality information in question is relevant, timely, accurate information that can be used by individuals, business organizations or governments and is strategic information and can be used as a tool in making decisions [9][10].

Data mining is a process for producing useful data information from large databases. Data mining is also called Knowledge Discovery in Database or abbreviated as KKD. The KDD process links the results of the process of extracting trends in data patterns, then the results are carefully converted into information that is easy to understand [11].

Data mining is a semi-automatic system that uses artificial intelligence, mathematics, statistics and machine learning techniques to identify and extract useful knowledge information and is stored in large databases [12][13].

One method used to look for patterns that often appear among many transactions, where each transaction consists of several items, is the definition of Association rule. This association rule produces how big the relationship is between X and Y, and two measures are needed for this rule, namely support and confidence. Support is the percentage of combinations of an item in the database or supporting value. Confidence is a certainty value that can be sought after the frequency pattern of the appearance of an item is found [14][15].

A priori algorithms are used to obtain association rules and look for relationship patterns between one or more items in data. One of the stages in association analysis that has attracted the attention of many researchers is to produce an efficient algorithm, namely frequency mining patterns [16]. Whether an association is important or not can be measured using a comparison of support and confidence. The support value is a value that shows the level of dominance of an item in the entire transaction, while the confidence or certainty value is the strength of the relationship between items in the association rules [17].

2. Research methodology

The research framework is the concept or stages that will be carried out in the research. So that the steps taken by the author in this design do not deviate from the main discussion and are easier to understand, the sequence of research steps will be made systematically so that it can be used as a clear and easy guide for solving existing problems. The research framework that the author carried out in the research can be depicted in Figure 1.

Figure 1. Research Framework

This stage looks for a combination of items that meet the minimum requirements for the support value of the database. The support value of an item is obtained using the following formula:

\[
Support (A) = \frac{\sum \text{Jumlah Transaksi Mengandung } A}{\sum \text{Total Transaksi}} \times 100\%
\]

The formula above is to search for itemset 1, while to search for itemset 2, use the following formula.

\[
Support (A \cap B) = \frac{\sum \text{Jumlah Transaksi Mengandung } A \text{ dan } B}{\sum \text{Total Transaksi}} \times 100\%
\]

The formula above is to search for itemset 2, while to search for itemset 3 use the following formula

\[
Support (A, B, C) = P(A \cap B \cap C)
\]

\[
Support (A, B, C) = \frac{\sum \text{transaksi mengandung } A, B \text{ dan } C}{\sum \text{transaksi}} \times 100\%
\]
After all the frequency patterns are found, then look for the associative rule that meets the minimum requirements for confidence by calculating the confidence of the associative rule A → B obtained from the following formula:

\[
\text{Confidence } P \left( \frac{B}{A} \right) = \frac{\sum \text{Hasil Support Mengandung } A \text{ dan } B}{\sum \text{Total Support}} \times 100\%
\]

### 3. Results and Discussion

#### 3.1 Data analysis

The IT Business Management system that will be designed at Serambi Mart can store sales transaction data. From this data, data analysis and processing will be carried out using one of the data mining calculations, namely a priori.

Below are 20 transaction samples taken randomly at Serambi Mart which can be seen in the following table:

<table>
<thead>
<tr>
<th>No</th>
<th>Product purchased</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Big blue ABC battery, fried Indomie, Aqua 600 ml, Beng-beng 22g</td>
</tr>
<tr>
<td>2</td>
<td>Buvavita orange, Choki-choki, Ademarsi chinku 350 ml bottle, Indomie fried</td>
</tr>
<tr>
<td>3</td>
<td>Beng-beng 22g, Bear brand, Aqua 600 ml, Sampoerna cigarettes 16</td>
</tr>
<tr>
<td>4</td>
<td>Fried Indomie, Coca-Cola 250 ml, Sampoerna 16 cigarettes, Aqua 600 ml</td>
</tr>
<tr>
<td>5</td>
<td>1 kg granulated sugar, fried Indomie, 22g Beng-beng, 600 ml Aqua</td>
</tr>
<tr>
<td>6</td>
<td>Aqua 600 ml, LPG Gas 3 kg, Beng-beng 22g, Sampoerna cigarettes 16</td>
</tr>
<tr>
<td>7</td>
<td>Sampoerna cigarettes 16, Granulated sugar 1 kg, Sosro bottle 450 ml, Aqua 600 ml</td>
</tr>
<tr>
<td>8</td>
<td>Beng-beng 22g, Aqua 600 ml, fried Indomie, granulated sugar 1 kg</td>
</tr>
<tr>
<td>9</td>
<td>KF94 mask, fried Indomie, Sampoerna cigarettes 16, Aqua 600 ml</td>
</tr>
<tr>
<td>10</td>
<td>Aqua 600 ml, Sari white bread, Sugar 1 kg, Sampoerna cigarettes 16</td>
</tr>
<tr>
<td>11</td>
<td>Beng-beng 22g, Frisan flag uh low fat vanilla, Pepsodent Action 123 siwak 150g, fried Indomie</td>
</tr>
<tr>
<td>12</td>
<td>Frisan flag uh low fat vanilla, Aqua 600 ml, Kit-kat mini, Granulated sugar 1 kg</td>
</tr>
<tr>
<td>13</td>
<td>Aqua 600 ml, Frisan flag uh low fat vanilla, LPG gas 3 kg, Sampoerna cigarettes 16</td>
</tr>
<tr>
<td>14</td>
<td>SGMexplor 1+vanilla 400g, Kit-kat mini, fried Indomie, Sunlight lime 210 ml</td>
</tr>
<tr>
<td>15</td>
<td>Rexona shower clean 50ml, Daia white 280g, Blue triangle flour 1 kg, Granulated sugar 1 kg</td>
</tr>
<tr>
<td>16</td>
<td>Tango long chocolate 130g, Beng-beng 22g, Bebelove 400g, Aqua 600 ml</td>
</tr>
<tr>
<td>17</td>
<td>Coca-Cola 250 ml, Indomie fried, Beng-beng 22g, Sampoerna cigarettes 16</td>
</tr>
<tr>
<td>18</td>
<td>Sampoerna 16 cigarettes, LPG gas 3 kg, Beng-beng 22g, Good day original cappuccino</td>
</tr>
<tr>
<td>19</td>
<td>Sari roti plain, Bintang zero 330 ml, Frisan flag uh low fat vanilla, Aqua 600 ml</td>
</tr>
<tr>
<td>20</td>
<td>Tango long chocolate 130g, Aqua 600 ml, Granulated sugar 1 kg, Eucalyptus oil 210 ml</td>
</tr>
</tbody>
</table>

Based on the data above, the data can be processed and then applied in the a priori algorithm stages, obtaining data with the following calculation results:

a. Itemset formation

The process of forming C1 or what is called 1 itemset with a minimum amount of support = 30%. The following is the calculation for forming 1 itemset:

<table>
<thead>
<tr>
<th>Support (Battery)</th>
<th>Support (Aqua)</th>
<th>Support (Buvavita)</th>
<th>Support (Choki-choki)</th>
<th>Support (Beng-beng)</th>
<th>Support (Bear brand)</th>
<th>Support (Cigarettes)</th>
<th>Support (Instant noodles)</th>
<th>Support (Coca cola)</th>
<th>Support (Granulated sugar)</th>
<th>Support (Ademarsi)</th>
<th>Support (LPG Gas)</th>
<th>Support (Mask)</th>
<th>Support (Bread essence)</th>
<th>Support (Sunlight)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1/20)x100% = 5%</td>
<td>(14/20)x100% = 70%</td>
<td>(1/20)x100% = 5%</td>
<td>(1/20)x100% = 5%</td>
<td>(9/20)x100% = 45%</td>
<td>(1/20)x100% = 45%</td>
<td>(9/20)x100% = 45%</td>
<td>(9/20)x100% = 45%</td>
<td>(2/20)x100% = 10%</td>
<td>(7/20)x100% = 35%</td>
<td>(1/20)x100% = 5%</td>
<td>(3/20)x100% = 15%</td>
<td>(1/20)x100% = 5%</td>
<td>(2/20)x100% = 20%</td>
<td>(1/20)x100% = 5%</td>
</tr>
</tbody>
</table>

Support (Milk box) = (4/20)x100% = 20%
Support (Tea bottle) = (1/20)x100% = 5%
Support (Kit-kat) = (2/20)x100% = 10%
Support (Pepsodent) = (1/20)x100% = 5%
Support (SGM) = (1/20)x100% = 5%
Support (Rexona) = (1/20)x100% = 5%
Support (Daia) = (1/20)x100% = 5%
Support (Tango) = (2/20)x100% = 10%
Support (Flour) = (1/20)x100% = 5%
Support (Good day) = (1/20)x100% = 5%
Support (Zero star) = (1/20)x100% = 5%
Support (Eucalyptus oil) = (1/20)x100% = 5%

The minimum support specified is 30%, itemsets that do not meet the minimum support are removed, as in the table below:

<table>
<thead>
<tr>
<th>No</th>
<th>Product</th>
<th>Probability</th>
<th>Support</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Aqua</td>
<td>14</td>
<td>14/20</td>
<td>0.7</td>
</tr>
<tr>
<td>2</td>
<td>Beng-beng</td>
<td>9</td>
<td>9/20</td>
<td>0.45</td>
</tr>
<tr>
<td>3</td>
<td>Cigarette</td>
<td>9</td>
<td>9/20</td>
<td>0.45</td>
</tr>
<tr>
<td>4</td>
<td>Instant noodles</td>
<td>9</td>
<td>9/20</td>
<td>0.45</td>
</tr>
<tr>
<td>5</td>
<td>Sugar</td>
<td>7</td>
<td>7/20</td>
<td>0.35</td>
</tr>
</tbody>
</table>
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b. Combination of two itemsets

The process of forming C2 or what is called 2 itemsets with a minimum amount of support = 15%. Based on the formula above, the following calculations can be made:

\[
\text{Support (Aqua , Beng - beng)} = \frac{2}{20} \times 100\% = 10\%
\]

\[
\text{Support (Aqua, Beng - beng, Rokok)} = \frac{2}{20} \times 100\% = 10\%
\]

\[
\text{Support (Aqua, Rokok, Gula)} = \frac{2}{20} \times 100\% = 10\%
\]

The minimum support specified is 30%, itemsets that do not meet the minimum support will be removed, as in the table below:

<table>
<thead>
<tr>
<th>No</th>
<th>Product</th>
<th>Probability</th>
<th>Support</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Aqua, bro</td>
<td>6</td>
<td>0.3</td>
<td>30%</td>
</tr>
<tr>
<td>2</td>
<td>Aqua, Cigarettes</td>
<td>7</td>
<td>0.35</td>
<td>35%</td>
</tr>
<tr>
<td>3</td>
<td>Aqua, Sugar</td>
<td>6</td>
<td>0.3</td>
<td>30%</td>
</tr>
</tbody>
</table>

c. Combination of Three Itemsets

The process of forming C3 or what is called 3 itemsets with a minimum amount of support = 30%. Following are the calculations for 3 itemsets:

\[
\text{Support (Aqua, Beng - beng, Rokok)} = \frac{2}{20} \times 100\% = 10\%
\]

\[
\text{Support (Aqua, Beng - beng, Gula)} = \frac{2}{20} \times 100\% = 10\%
\]

\[
\text{Support (Aqua, Rokok, Gula)} = \frac{2}{20} \times 100\% = 10\%
\]

The minimum support specified is 30%, in the search 3 itemsets did not meet the minimum support. So, to form an itemset, stop combining 2 itemsets.

After all frequency patterns high is found, followed by looking for association rules that meet the minimum requirements confidence by calculating the confidence of the associative rule \( A \rightarrow B \). Minimum confidence = 50%. The confidence value of the association rule \( A \rightarrow B \) is seen calculation to find the confidence value:

\[
\text{Confidence} = P = \frac{\sum (\text{Aqua, Beng - beng})}{\sum \text{Aqua}} \times 100\% = 0.4285 = 42.85\%
\]

\[
\text{Confidence} = P = \frac{\sum (\text{Aqua, Beng - beng})}{\sum \text{Beng - beng}} \times 100\% = 0.6667 = 66.67\%
\]

\[
\text{Confidence} = P = \frac{\sum (\text{Aqua, Rokok})}{\sum \text{Aqua}} \times 100\% = 0.5 = 50\%
\]

\[
\text{Confidence} = P = \frac{\sum (\text{Aqua, Gula})}{\sum \text{Aqua}} \times 100\% = 0.4285 = 42.85\%
\]

\[
\text{Confidence} = P = \frac{\sum (\text{Aqua, Rokok})}{\sum \text{Gula}} \times 100\% = 0.8571 = 85.71\%
\]

Search results for confidence obtained from calculating a combination of 2 itemsets with a minimum confidence value of 50%, then those that do not meet the minimum confidence are not displayed in the table contained in the following table:

<table>
<thead>
<tr>
<th>Knowledge</th>
<th>Confidence</th>
<th>Percentage</th>
<th>Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>- If a customer buys Beng-beng, then buy Aqua</td>
<td>0.6667</td>
<td>66.67%</td>
<td>Rule - 01</td>
</tr>
<tr>
<td>- If a customer buys Aqua, then buy cigarettes</td>
<td>0.5</td>
<td>50%</td>
<td>Rule - 02</td>
</tr>
<tr>
<td>- If a customer buys cigarettes, then buy Aqua</td>
<td>0.7778</td>
<td>77.78%</td>
<td>Rule-03</td>
</tr>
<tr>
<td>- If the Customer buys Sugar, then buy Aqua</td>
<td>0.8571</td>
<td>85.71%</td>
<td>Rule-04</td>
</tr>
</tbody>
</table>
4. Conclusion

The application of a priori algorithms to the system that has been created is able to recognize customer buying patterns to increase sales. This is proven by the success of the a priori algorithm method in analyzing high frequency patterns with a predetermined minimum support of 30% starting from finding the support value in itemset 1, then itemset 2 and continuing with itemset 3. After obtaining all the high frequency patterns, then proceed by looking for association rules that meet the minimum confidence requirements by calculating the confidence of associative rules. The search results for confidence obtained from calculating a combination of 2 itemsets then obtained results from 4 association rules.
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